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Kripke models with explicit relations are the standard semantics in (dynamic) epistemic logic, but their
sizes can become too large for practical model checking. To tackle this state-explosion, in the recent literature
mostly two ways to encode the relations in Kripke models have been presented:

• Binary Decision Diagrams (BDDs) over a double-vocabulary, used for symbolic structures [Ben+18;
Bry86],

• Mental programs, a variant of PDL used for succinct models [CS17].

Actual implementations of DEL model checking, such as SMCDEL [Ben+18], use BDDs1, but only for
succinct models a good theoretical complexity result is known. Therefore here we study how we can translate
from BDDs to mental programs (without going via the potentially too large Kripke models) so that we can
do model checking via this translation.

In ongoing work we have defined translations in both directions and proven them to be correct — here we
focus on the direction from BDDs to mental programs. In this talk we will first recap both representations,
discuss the differences with an example, and prove the correctness of the translation.

Boolean Formulas The symbolic structures from [Ben+18] encode the epistemic relations of agents using
Boolean formulas (or their BDD) over a double vocabulary: Ωi ∈ LB(V ∪ V ′)2. The intuition behind Ωi is
that it is a formula which is true at a pair of states iff the states are related.

Definition 1. Throughout this abstract we fix a finite vocabulary V and denote a fresh copy of it by V ′. A
Boolean formula Ωi ∈ LB(V ∪V ′) encodes a relation over P(V ) given by Rist :⇐⇒ s∪ t′ ⊨ Ωi where s and
t are states, i.e. subsets of V .

For example, if ΩAlice = p ∧ q′ then from any state where p is true Alice will consider any other state
where q is true possible and there are no other connections. This way of encoding relations is well-known
and widely used, also for symbolic model checking of temporal logics3. In actual model checking we use the
corresponding BDDs of boolean formulas but the idea is the same.

Mental Programs The succinct DEL models from [CS17] encode the relations for each agent using mental
programs, a variant of Propositional Dynamic Logic (PDL) with the following syntax and semantics:

Definition 2. A mental program π over a vocabulary V is recursively defined as:

π ::= p← ⊤ | p← ⊥ | β? | π ∪ π | π;π | π ∩ π

where p ∈ V and β is a Boolean formula over V .

∗This is joint work with Malvin Gattinger (ILLC), Avijeet Gosh (Indian Statistical Institute) and Gregor Behnke (ILLC).
1For those unfamiliar with BDDs, each BDD can be viewed as a compact representation of a truth table. See the example

below. More information about Binary Decision Diagrams can be found in [Ben+18] .
2They generalize knowledge structures (V, θ,Oi) which only work for S5.
3For further explanation, see for example [CG18, Section 8.3] where these formulas are also called the characteristic function

of a relation.
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Two states s, t ⊆ V are related by a mental program π (written as s
π−→ t) as follows:

s
p←⊤−−−→ t ↔ t = s ∪ {p}

s
p←⊥−−−→ t ↔ t = s \ {p}

s
β?−→ t ↔ s = t and s ⊨ β

s
π1∪π2−−−−→ t ↔ s

π1−→ t or s
π2−→ t

s
π1;π2−−−→ t ↔ ∃u ⊆ V : s

π1−→ u and u
π2−→ t

s
π1∩π2−−−−→ t ↔ s

π1−→ t and s
π2−→ t

We define Rπ := {(s, t) ∈ V × V | s π−→ t}.

Translations We have defined translations between succinct and symbolic DEL models. Specifically, we
provide a translation from BDDs to Mental Programs which somewhat surprisingly is in fact easier to define
and implement compared to a translation from Boolean Formulas to Mental Programs. Here we give a toy
example to illustrate the ideas:

p

Figure 1: Relation R.

(?⊤) ∪ (p← ⊤)

Figure 2: R’s mental program.

p

p′

⊥⊤

Figure 3: R’s BDD.

Figure 1 shows the relation to be encoded using mental programs and BDDs. In Figure 2, ?⊤ corresponds
to the two reflexive arrows and p ← ⊤ corresponds to the arrows from each world to its counterpart4 in
which p is true. Then we take the union of the relations and the resulting relations are the same as those
in Figure 1. In Figure 3, the BDD represents the boolean formula ¬p ∨ p′ 5. Given the definition of belief
structures, we can check it also represents the relation in Figure 1.

The translations we proposed would enable us to translate between mental programs and BDDs so that
they both represent the same relation as this example illustrates. This might make DEL model checking
more efficient as we can translate the BDDs to mental programs and do model checking on mental programs.
However, this needs to be confirmed by benchmark results.

Future Work As a main theoretical application of the translation we aim to transfer the complexity
results for succinct DEL model checking to symbolic knowledge structures. On the practical side, based
on the code from [Har20] we are implementing a model checker directly working on succinct models with
mental programs and will compare its performance with the already existing implementation using BDDs,
on examples such as the Hanabi card game.
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