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Unifying Relevance and Containment

Aim of this talk: formalise inferences of agents who do not clutter
their information with irrelevancies.

If we follow the relevant route, then examples of irrelevancies are:
1 φ ∧ ¬φ→ ψ keep data clean
2 φ→ ψ ∨ ¬ψ incomplete information
3 φ→ (ψ → φ) where does ψ come from?

However, φ→ φ ∨ ψ is logically true and ψ is irrelevant.

Consider Relevant Containment Logics .
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Plan of work

0. Relevant logic
Information inclusion via contextual entailment.

1. Containment logics on the market
What do they miss.

2. Ternary Relevant Containment Logic
Contextual information and topic inclusion.
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Formalising the Sufficiency Thesis

φ implies ψ := The information that φ is sufficient to infer ψ.

In terms of information combination:

A body of information warrants φ → ψ if and only if whenever
you update that information with new information which warrants
φ, the resulting (perhaps new) body of information warrants ψ.
(Restall2006)

Semi-formally: s supports φ→ ψ iff RsJφKJψK iff JφK ⊑s JψK
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RN-Models (S,Prop, L,R, ∗, V )

S set of information states

Prop ⊆ P(S)1 Set of admissible propositions;

L ∈ Prop Set of logical states

∗ : S → S, with s∗∗ = s Routley star

R ⊆ S × P(S)2 Routley-Meyer relation

V : At→ Prop Valuation

L ⊆ {s | X ⊑s Y } iff X ⊆ Y Semantic deduction theorem

1(*) Prop satisfies some closure conditions.
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Interpretation and Validity

Language ⟨t,¬,∧,∨,→⟩ interpreted as expected:

JpKM = V (p)

JtKM = L

J¬φKM = {s | s∗ /∈ JφKM}
Jφ ∧ ψKM = JφKM ∩ JψKM
Jφ ∨ ψKM = JφKM ∪ JψKM

Jφ→ ψKM = {s | JφKM ⊑s JψKM}

Validity is truth at all normal states L ⊆ S
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Contextual Entailment

s |= φ→ ψ iff JφK ⊑s JψK.

JφK ⊑s JψK iff φ entails ψ from the perspective of s

s fixes the context to evaluate information inclusion;

E.g. JφK ̸⊑s JφK since combining the information contained in s
with φ may undermine support for φ ( φ inacceptable input);

However, logical truths common to all normal states are those
where contextual entailment is just ⊆:

M |= φ→ ψ iff JφK ⊆ JψK.
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Plan of work

0. Relevant logic
Information inclusion via contextual entailment.

1. Containment logics on the market
What do they miss.

2. Ternary Relevant Containment Logic
Contextual information and topic inclusion.
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Intuitions on analytic implication

φ implies ψ := The meaning of φ contains the meaning of ψ.

(Parry1933): Real implication should be the characteristic relation
which validates formal inference within a system.

(Fine1986) provided a double-barreled analysis of analytic
implication ↠.

φ↠ ψ := □(φ ⊃ ψ) ∧ φ ⊇ ψ, i.e.
1 Truth component S4 Kripke model
2 Topic component Topic model
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Fine’s topic models (T ,⊕, τ )

T is a set of topics

⊕ : T 2 → T semilattice join operator

τ : At→ T topic valuation

For At(φ) = {p1, . . . , pn}: Topics fully determined by atoms:

τ(φ) = τ(p1)⊕ . . .⊕ τ(pn)

Fine’s result: ⊢PAI φ↠ ψ iff

{
⊢S4 □(φ ⊃ ψ)

At(ψ) ⊆ At(φ).
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Reactions and Criticism

Perhaps φ analytically implies ψ can be interpreted as ψ is deriv-
able from φ and the logical axioms and ψ does not include any
other concepts than φ. Parry1933

Why S4? ↠ inherits some junk from classical logic (Sylvan1988):

(φ ∧ ¬φ) ∨ ψ ↠ ψ (φ ∧ ¬φ) ∧ ψ ↠ (ψ ∧ ¬ψ).

Why variable inclusion? Syntactic filter on S4 strict implication is
not meaning containment.
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Vanilla Relevance and Containment

(Sylvan1988)’s idea: use relevant logic instead of S4 strict
implication as a modal theory of entailment.

In relevant logic there is a discontinuity between normal and
non-normal states in the analysis of entailment:

1 s ∈ L support all logical entailments (JφK ⊆ JψK)
2 s /∈ L have loose conditions on entailments (JφK ⊑s JψK)

Similarly for meaning containment:
1 containment in normal states is assessed with Fine’s topic models.
2 containment in non-normal states is assessed more generally.
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Containment Models (S,Prop, L, ∗, R, V, T ,⊕, τ )

(S,Prop, L, ∗, R, V ) is a relevant model;

(Ts,⊕s, τs) is a T-model for all s ∈ L;

V : At ∪ {φ ⊇ ψ | φ, ψ ∈ L} → Prop;

Validity as in relevant logic (truth in all normal states).
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Reasons for dissatisfaction

In relevant logic, there is harmonious understanding of the meaning
of a connective (uniform truth conditions);

In Sylvan’s models, harmony is interrupted by the semantic clause
for containment:

s |= φ ⊇ ψ iff

{
τs(ψ) ⪯s τs(φ) if s ∈ L

s ∈ V (φ ⊇ ψ) otherwise

This discontinuity is not only artifical but it gives also no conceptual
insight on the meaning of containment.
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Plan of work

0. Relevant logic
Information inclusion via contextual entailment.

1. Containment logics on the market
What do they miss.

2. Ternary Relevant Containment Logic
Contextual information and topic inclusion.

P. Vigiani and T.Ferguson Entailment and Containment SLSS 15 / 25



Contextual topic inclusion

Starting idea: pair contextual entailment ⊑s with contextual
containment ⪯s.

Just as ⊑s∈ S × P(S)2, also ⪯s∈ S × T 2
s is a ternary relation.

We should do so because topics are evaluated in situ.

a ⪯s b := the topic a is contained in topic b according to
the discursive context fixed by s.
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A motivating example

(φ) McDonalds is open 24h.
(ψ) McDonalds has to pay workers at 2am.
(χ) McDonalds has fries at 2am.

In normal discursive contexts l, l |= φ ⊇ ψ and l |= φ ⊇ χ.

In a business context s, s |= φ ⊇ ψ but s ̸|= φ ⊇ χ.

Relativising to a discursive context can restrict or widen the number
of admissible content inclusions.
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Ternary containment models - 1

(S,Prop, L, ∗, R, V, T ,⪯,¬,∧,∨,→,⊇,↠, τ)

(S,Prop, L,R, V ) is an RN-model2

(Ts,⪯s,¬s,∧s,∨s,→s,⊇s,↠s, τs) generalised topic model

Ts is a set of topics

⪯s⊆ T 2 Topic inclusion relation

¬s,∧s,∨s,→s,⊇s,↠s: T n
s → Ts Topic functions

τs : At ∪ {t} → Ts Topic valuation

(a→s b) ∧s (a ⊇s b) = a↠s b φ↠ ψ := φ→ ψ ∧ φ ⊇ ψ

2(**) Prop satisfies some more closure condition for the connective ⊃.
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Ternary containment models - 2
⪯s need not be a partial order, which enables contextual topic
inclusion interruptions;

However, we can retrieve partial orders for normal states, i.e.
normal discursive contexts are well behaved:

a ∨l b = b ∨l a

(a ∨l b) ∨l c = a ∨l (b ∨l c)

a ∨l a = a

a ∨l b = a ∧l b

a ⪯l b iff a ∨l b = b

¬la = a
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Ternary containment models - 3

Topic content LφM defined recursively: for ⊛ ∈ {¬,∧,∨,→,⊇,↠}

LpMsM = τs(p)

L⊛(φ1, . . . , φn)MsM = ⊛s(Lφ1MsM, . . . , LψMsM)

LφM determines information content JφK:

JpKM = V (p)

J⊛(φ1, . . . , φn)KM = ⊛(Jφ1KM, . . . , JψKM)

Jφ ⊇ ψKM = {s | LψMsM ⪯s LφMsM}

P. Vigiani and T.Ferguson Entailment and Containment SLSS 20 / 25



Ternary containment models - 3

Topic content LφM defined recursively: for ⊛ ∈ {¬,∧,∨,→,⊇,↠}

LpMsM = τs(p)

L⊛(φ1, . . . , φn)MsM = ⊛s(Lφ1MsM, . . . , LψMsM)

LφM determines information content JφK:

JpKM = V (p)

J⊛(φ1, . . . , φn)KM = ⊛(Jφ1KM, . . . , JψKM)

Jφ ⊇ ψKM = {s | LψMsM ⪯s LφMsM}

P. Vigiani and T.Ferguson Entailment and Containment SLSS 20 / 25



Properties

By our semantics:

s |= φ↠ ψ ⇔

{
JφK ⊑s JψK
LψMs ⪯s LφMs.

Contextual entailment and containment reduce to the expected
partial orders in normal contexts.

Lemma 1 (Entailment and Containment)

M |= φ→ ψ iff JφKM ⊆ JψKM
M |= φ ⊇ ψ iff ∀l ∈ L(Lψ ∨ φMlM = LφMlM).
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Axiomatisation of TRC
Ternary relevant containment logic can be axiomatised as follows:

1 Axiom and rules for relevant propositional logic FD(N)E.
2 Axioms for containment formulas:

(C1) φ ⊇ φ

(C2) φ ≡ ¬φ
(C3) (φ ∧ ψ) ⊇ φ(ψ)

(C4) (φ ∨ ψ) ≡ (φ ∧ ψ)
(C5) t ∧ (φ ⊇ ψ) ∧ (ψ ⊇ χ) → (φ ⊇ χ)

(C6) t ∧ (φ ⊇ ψ) ∧ (φ ⊇ χ) → (φ ⊇ (ψ ∧ χ))
(C7) (φ ⊇ ψ) ∧ (φ→ ψ) ↞↠ (φ↠ ψ)

N.B. Contrary to (Fine1986) and (Sylvan1988), it does not contain

φ ⊇ ψ if At(ψ) ⊆ At(φ).
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Canonical model

Completeness is established by canonical model construction;

Canonical model (Ic,Tc) built as follows:
1 Ic is the canonical relevant neighborhood model for FD(N)E;
2 To build the canonical topic model, we specify a canonical topic

equivalence relation;

For every CFD(N)E-theory s, we take ∼s as the reflexive closure
of:

φ ∼′
s ψ iff t ∧ (φ ⊇ ψ) ∧ (ψ ⊇ φ) ∈ s
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Generalised canonical topic model

Tc
s = (Ts,⪯s,¬s,∨s,∧s,→s,⊇s,↠s, τs)

Ts = L/ ∼s;

[φ]s ⪯s [ψ]s iff for some φ′ ∈ [φ]s, ψ
′ ∈ [ψ]s(ψ

′ ⊇ φ′ ∈ s);

⊛s([φ1]
∼s , . . . , [φn]

∼s) = [⊛(φ1, . . . , φn)]
∼s

τs(p) = [p]∼s = {ψ | p ∼s ψ}

Theorem 1
|= φ⇔⊢TRC φ
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Conclusion

We put forward a relevant containment logic where analytic
implication φ↠ ψ turns out equivalent to:

1 φ is informationally included in ψ
2 ψ is topically included in φ

Both information and topic inclusion are ternary relations,
relativised to some information state.

Aligns well with intuition that entailment and containment
considerations are evaluated in situ (wrt a situation).
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